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[bookmark: overview][bookmark: _Toc448793691]
Overview
This document describes how to deploy Site Recovery to replicate Hyper-V virtual machines on Hyper-V host servers that are located in VMM private clouds to Azure.
The article includes prerequisites for the scenario and shows you how to set up a Site Recovery vault, get the Azure Site Recovery Provider installed on the source VMM server, register the server in the vault, add an Azure storage account, install the Azure Recovery Services agent on Hyper-V host servers, configure protection settings for VMM clouds that will be applied to all protected virtual machines, and then enable protection for those virtual machines. Finish up by testing the failover to make sure everything's working as expected.
Post any comments or questions at the bottom of This document, or on the Azure Recovery Services Forum.
[bookmark: architecture][bookmark: _Toc448793692]Architecture
[image: Architecture]
· The Azure Site Recovery Provider is installed on the VMM during Site Recovery deployment and the VMM server is registered in the Site Recovery vault. The Provider communicates with Site Recovery to handle replication orchestration.
· The Azure Recovery Services agent is installed on Hyper-V host servers during Site Recovery deployment. It handles data replication to Azure storage.
[bookmark: azure-prerequisites][bookmark: _Toc448793693]Azure prerequisites
Here's what you'll need in Azure.
	Prerequisite
	Details

	Azure account
	You'll need a Microsoft Azure account. You can start with a free trial. Learn more about Site Recovery pricing.

	Azure storage
	You'll need an Azure storage account to store replicated data. Replicated data is stored in Azure storage and Azure VMs are spun up when failover occurs. 

You need a standard geo-redundant storage account. The account must in the same region as the Site Recovery service, and be associated with the same subscription. Note that replication to premium storage accounts isn't currently supported and shouldn't be used.

Read about Azure storage.

	Azure network
	You'll need an Azure virtual network that Azure VMs will connect to when failover occurs. The Azure virtual network must be in the same region as the Site Recovery vault.


[bookmark: on-premises-prerequisites][bookmark: _Toc448793694]On-premises prerequisites
Here's what you'll need on-premises.
	Prerequisite
	Details

	VMM
	You'll need at least one VMM server deployed as a physical or virtual standalone server, or as a virtual cluster. 

The VMM server should be running System Center 2012 R2 with the latest cumulative updates.

You'll need at least one cloud configured on the VMM server.

The source cloud that you want to protect must contain one or more VMM host groups.

Learn more about setting up VMM clouds in Walkthrough: Creating private clouds with System Center 2012 SP1 VMM on Keith Mayer's blog.

	Hyper-V
	You'll need one or more Hyper-V host servers or clusters in the VMM cloud. The host server should have and one or more VMs. 

The Hyper-V server must be running on at least Windows Server 2012 R2 with the Hyper-V role and have the latest updates installed.

Any Hyper-V server containing VMs you want to protect must be located in a VMM cloud.

If you're running Hyper-V in a cluster note that cluster broker isn't created automatically if you have a static IP address-based cluster. You'll need to configure the cluster broker manually. Learn more in Aidan Finn's blog entry.

	Protected machines
	VMs you want to protect should comply with Azure requirements.


[bookmark: network-mapping-prerequisites][bookmark: _Toc448793695]Network mapping prerequisites
When you protect virtual machines in Azure network mapping maps between VM networks on the source VMM server and target Azure networks to enable the following:
· All machines which failover on the same network can connect to each other, irrespective of which recovery plan they are in.
· If a network gateway is setup on the target Azure network, virtual machines can connect to other on-premises virtual machines.
· If you don’t configure network mapping only virtual machines that fail over in the same recovery plan will be able to connect to each other after failover to Azure.
If you want to deploy network mapping you'll need the following:
· The virtual machines you want to protect on the source VMM server should be connected to a VM network. That network should be linked to a logical network that is associated with the cloud.
· An Azure network to which replicated virtual machines can connect after failover. You'll select this network at the time of failover. The network should be in the same region as your Azure Site Recovery subscription.
Prepare for network mapping as follows:
1. Read about network mapping requirements.
2. Prepare VM networks in VMM:
· Set up logical networks.
· Set up VM networks.
[bookmark: step-1-create-a-site-recovery-vault][bookmark: _Toc448793696]Step 1: Create a Site Recovery vault
1. Sign in to the Management Portal from the VMM server you want to register.
2. Click Data Services > Recovery Services > Site Recovery Vault.
3. Click Create New > Quick Create.
4. In Name, enter a friendly name to identify the vault.
5. In Region, select the geographic region for the vault. To check supported regions see Geographic Availability in Azure Site Recovery Pricing Details.
6. Click Create vault.
[image: New Vault]
Check the status bar to confirm that the vault was successfully created. The vault will be listed as Active on the main Recovery Services page.
[bookmark: step-2-generate-a-vault-registration-key][bookmark: _Toc448793697]Step 2: Generate a vault registration key
Generate a registration key in the vault. After you download the Azure Site Recovery Provider and install it on the VMM server, you'll use this key to register the VMM server in the vault.
1. In the Recovery Services page, click the vault to open the Quick Start page. Quick Start can also be opened at any time using the icon.
[image: Quick Start Icon]
2. In the dropdown list, select Between an on-premises VMM site and Microsoft Azure.
3. In Prepare VMM Servers, click Generate registration key file. The key file is generated automatically and is valid for 5 days after it's generated. If you're not accessing the Azure portal from the VMM server you'll need to copy this file to the server.
[image: Registration key]
[bookmark: step-3-install-the-azure-site-recovery-p][bookmark: _Toc448793698]Step 3: Install the Azure Site Recovery Provider
1. In Quick Start > Prepare VMM servers, click Download Microsoft Azure Site Recovery Provider for installation on VMM servers to obtain the latest version of the Provider installation file.
2. Run this file on the source VMM server.
[bookmark: strongnotestrong]Note:
If VMM is deployed in a cluster and you're installing the Provider for the first time install it on an active node and finish the installation to register the VMM server in the vault. Then install the Provider on the other nodes. Note that if you're upgrading the Provider you'll need to upgrade on all nodes because they should all be running the same Provider version.
3. The Installer does a prerequisite check and requests permission to stop the VMM service to begin Provider setup. The VMM Service will be restarted automatically when setup finishes. If you're installing on a VMM cluster you'll be prompted to stop the Cluster role.
4. In Microsoft Update you can opt in for updates. With this setting enabled Provider updates will be installed according to your Microsoft Update policy.
[image: Microsoft Updates]
5. The install location for the Provider is set to \Program Files\Microsoft System Center 2012 R2\Virtual Machine Manager\bin. Click Install.
[image: InstallLocation]
6. After the Provider is installed click Register to register the server in the vault.
[image: InstallComplete]
7. In Internet Connection specify how the Provider running on the VMM server connects to the Internet. Select Use default system proxy settings to use the default Internet connection settings configured on the server.
[image: Internet Settings]
· If you want to use a custom proxy you should set it up before you install the Provider. When you configure custom proxy settings a test will run to check the proxy connection.
· If you do use a custom proxy, or your default proxy requires authentication you'll need to enter the proxy details, including the proxy address and port.
· Following urls should be accessible from the VMM Server and the Hyper-v hosts 
· *.hypervrecoverymanager.windowsazure.com
· *.accesscontrol.windows.net
· *.backup.windowsazure.com
· *.blob.core.windows.net
· *.store.core.windows.net
· Allow the IP addresses described in Azure Datacenter IP Ranges and the HTTPS (443) protocol. You should also whitelist IP ranges of the Azure region that you plan to use and that of West US.
· If you use a custom proxy a VMM Run As account (DRAProxyAccount) will be created automatically using the specified proxy credentials. Configure the proxy server so that this account can authenticate successfully. The VMM Run As account settings can be modified in the VMM console. To do this, open the Settings workspace, expand Security, click Run As Accounts, and then modify the password for DRAProxyAccount. You’ll need to restart the VMM service so that this setting takes effect.
8. In Registration Key, select that you downloaded from Azure Site Recovery and copied to the VMM server.
9. In Vault name, verify the name of the vault in which the server will be registered.
[image: Server registration]
10. You can specify a location to save the SSL certificate that's automatically generated for data encryption. This certificate will used if you enable data encryption for a VMM cloud during Site Recovery deployment. Keep this certificate safe. When you run a failover to Azure you’ll select it in order to decrypt encrypted data.
[image: Server registration]
11. In Server name, specify a friendly name to identify the VMM server in the vault. In a cluster configuration specify the VMM cluster role name.
12. In Initial cloud metadata sync select whether you want to synchronize metadata for all clouds on the VMM server with the vault. This action only needs to happen once on each server. If you don't want to synchronize all clouds, you can leave this setting unchecked and synchronize each cloud individually in the cloud properties in the VMM console.
[image: Server registration]
13. Click Next to complete the process. After registration, metadata from the VMM server is retrieved by Azure Site Recovery. The server is displayed on the VMM Servers tab on the Servers page in the vault.
[bookmark: command-line-installation][bookmark: _Toc448793699]Command line installation
The Azure Site Recovery Provider can also be installed using the following command line. This method can be used to install the provider on a Server Core for Windows Server 2012 R2.
1. Download the Provider installation file and registration key to a folder. For example: C:\ASR.
2. Stop the System Center Virtual Machine Manager service
3. From an elevated command prompt, extract the Provider installer with these commands:
Copy to clipboardCopy
C:\Windows\System32> CD C:\ASR
C:\ASR> AzureSiteRecoveryProvider.exe /x:. /q
4. Install the provider as follows:
Copy to clipboardCopy
C:\ASR> setupdr.exe /i
5. Register the Provider as follows:
Copy to clipboardCopy
CD C:\Program Files\Microsoft System Center 2012 R2\Virtual Machine Manager\bin
C:\Program Files\Microsoft System Center 2012 R2\Virtual Machine Manager\bin\> DRConfigurator.exe /r  /Friendlyname <friendly name of the server> /Credentials <path of the credentials file> /EncryptionEnabled <full file name to save the encryption certificate>       
Where parameters are as follows:
· /Credentials : Mandatory parameter that specifies the location in which the registration key file is located
· /FriendlyName : Mandatory parameter for the name of the Hyper-V host server that appears in the Azure Site Recovery portal.
· /EncryptionEnabled : Optional parameter to specify if you want to encryption your virtual machines in Azure (at rest encryption). The file name should have a .pfx extension.
· /proxyAddress : Optional parameter that specifies the address of the proxy server.
· /proxyport : Optional parameter that specifies the port of the proxy server.
· /proxyUsername : Optional parameter that specifies the proxy user name.
· /proxyPassword :Optional parameter that specifies the proxy password.
[bookmark: step-4-create-an-azure-storage-account][bookmark: _Toc448793700]Step 4: Create an Azure storage account
1. If you don't have an Azure storage account click Add an Azure Storage Account to create an account.
2. Create an account with geo-replication enabled. It must in the same region as the Azure Site Recovery service, and be associated with the same subscription.
[image: Storage account]
[bookmark: step-5-install-the-azure-recovery-servic][bookmark: _Toc448793701]Step 5: Install the Azure Recovery Services Agent
Install the Azure Recovery Services agent on each Hyper-V host server in the VMM cloud.
1. Click Quick Start > Download Azure Site Recovery Services Agent and install on hosts to obtain the latest version of the agent installation file.
[image: Install Recovery Services Agent]
2. Run the installation file on each Hyper-V host server.
3. On the Prerequisites Check page click Next. Any missing prerequisites will be automatically installed.
[image: Prerequisites Recovery Services Agent]
4. On the Installation Settings page, specify where you want to install the agent and select the cache location in which backup metadata will be installed. Then click Install.
5. After installation finishes click Close to complete the wizard.
[image: Register MARS Agent]
[bookmark: command-line-installation-1][bookmark: _Toc448793702]Command line installation
You can also install the Microsoft Azure Recovery Services Agent from the command line using this command:
Copy to clipboardCopy
marsagentinstaller.exe /q /nu
[bookmark: step-6-configure-cloud-protection-settin][bookmark: _Toc448793703]Step 6: Configure cloud protection settings
After the VMM server is registered, you can configure cloud protection settings. You enabled the option Synchronize cloud data with the vault when you installed the Provider so all clouds on the VMM server will appear in the Protected Items tab in the vault.
[image: Published Cloud]
1. On the Quick Start page, click Set up protection for VMM clouds.
2. On the Protected Items tab, click on the cloud you want to configure and go to the Configuration tab.
3. In Target select Azure.
4. In Storage Account select the Azure storage account you use for replication.
5. Set Encrypt stored data to Off. This setting specifies that data should be encrypted replicated between the on-premises site and Azure.
6. In Copy frequency leave the default setting. This value specifies how frequently data should be synchronized between source and target locations.
7. In Retain recovery points for, leave the default setting. With a default value of zero, only the latest recovery point for a primary virtual machine is stored on a replica host server.
8. In Frequency of application-consistent snapshots, leave the default setting. This value specifies how often to create snapshots. Snapshots use Volume Shadow Copy Service (VSS) to ensure that applications are in a consistent state when the snapshot is taken. If you do set a value, make sure it's less than the number of additional recovery points you configure.
9. In Replication start time, specify when initial replication of data to Azure should start. The time zone on the Hyper-V host server will be used. We recommend that you schedule the initial replication during off-peak hours.
[image: Cloud replication settings]
After you save the settings a job will be created and can be monitored on the Jobs tab. All Hyper-V host servers in the VMM source cloud will be configured for replication.
After saving, cloud settings can be modified on the Configure tab. To modify the target location or target storage account you'll need to remove the cloud configuration, and then reconfigure the cloud. Note that if you change the storage account the change is only applied for virtual machines that are enabled for protection after the storage account has been modified. Existing virtual machines are not migrated to the new storage account.
[bookmark: step-7-configure-network-mapping][bookmark: _Toc448793704]Step 7: Configure network mapping
Before you begin network mapping verify that virtual machines on the source VMM server are connected to a VM network. In addition create one or more Azure virtual networks. Note that multiple VM networks can be mapped to a single Azure network.
1. On the Quick Start page, click Map networks.
2. On the Networks tab, in Source location, select the source VMM server. In Target location select Azure.
3. In Source networks a list of VM networks associated with the VMM server are displayed. In Target networks the Azure networks associated with the subscription are displayed.
4. Select the source VM network and click Map.
5. On the Select a Target Network page, select the target Azure network you want to use.
6. Click the check mark to complete the mapping process.
[image: Cloud replication settings]
After you save the settings a job starts to track the mapping progress and it can be monitored on the Jobs tab. Any existing replica virtual machines that correspond to the source VM network will be connected to the target Azure networks. New virtual machines that are connected to the source VM network will be connected to the mapped Azure network after replication. If you modify an existing mapping with a new network, replica virtual machines will be connected using the new settings.
Note that if the target network has multiple subnets and one of those subnets has the same name as subnet on which the source virtual machine is located, then the replica virtual machine will be connected to that target subnet after failover. If there’s no target subnet with a matching name, the virtual machine will be connected to the first subnet in the network.
[bookmark: step-8-enable-protection-for-virtual-mac][bookmark: _Toc448793705]Step 8: Enable protection for virtual machines
After servers, clouds, and networks are configured correctly, you can enable protection for virtual machines in the cloud. Note the following:
· Virtual machines must meet Azure requirements.
· To enable protection the operating system and operating system disk properties must be set for the virtual machine. When you create a virtual machine in VMM using a virtual machine template you can set the property. You can also set these properties for existing virtual machines on the General and Hardware Configuration tabs of the virtual machine properties. If you don't set these properties in VMM you'll be able to configure them in the Azure Site Recovery portal.
[image: Create virtual machine]
[image: Modify virtual machine properties]
· To enable protection, on the Virtual Machines tab in the cloud in which the virtual machine is located, click Enable protection > Add virtual machines.
· From the list of virtual machines in the cloud, select the one you want to protect.
[image: Enable virtual machine protection]
Track progress of the Enable Protection action in the Jobs tab, including the initial replication. After the Finalize Protection job runs the virtual machine is ready for failover. After protection is enabled and virtual machines are replicated, you’ll be able to view them in Azure.
[image: Virtual machine protection job]
· Verify the virtual machine properties and modify as required.
[image: Verify virtual machines]
· On the Configure tab of the virtual machine properties following network properties can be modified.
· Number of network adapters on the target virtual machine - The number of network adapters is dictated by the size you specify for the target virtual machine. Check virtual machine size specs for the number of adapters supported by the virtual machine size. When you modify the size for a virtual machine and save the settings, the number of network adapter will change when you open Configure page the next time. The number of network adapters of target virtual machines is the minimum number of network adapters on source virtual machine and the maximum number of network adapters supported by the size of the virtual machine chosen, as follows:
· If the number of network adapters on the source machine is less than or equal to the number of adapters allowed for the target machine size, then the target will have the same number of adapters as the source.
· If the number of adapters for the source virtual machine exceeds the number allowed for the target size then the target size maximum will be used.
· For example, if a source machine has two network adapters and the target machine size supports four, the target machine will have two adapters. If the source machine has two adapters but the supported target size only supports one then the target machine will have only one adapter.
· Network of the target virtual machine - The network to which the virtual machine connects to is determined by network mapping of the network of source virtual machine. If the source virtual machine has more than one network adapter and source networks are mapped to different networks on target, then you'll need to choose between one of the target networks.
· Subnet of each network adapter - For each network adapter you can select the subnet to which the failed over virtual machine would connect to.
· Target IP address - If the network adapter of source virtual machine is configured to use a static IP address then you can provide the IP address for the target virtual machine. Use this feature retain the IP address of a source virtual machine after a failover. If no IP address is provided then any available IP address is given to the network adapter at the time of failover. If the target IP address is specified but is already used by another virtual machine running in Azure then failover will fail. 
[image: Modify network properties]
[bookmark: strongnotestrong-1]Note:
Linux virtual machines with static IP address aren't supported.
[bookmark: test-the-deployment][bookmark: _Toc448793706]Test the deployment
To test your deployment you can run a test failover for a single virtual machine, or create a recovery plan consisting of multiple virtual machines, and run a test failover for the plan. 
Test failover simulates your failover and recovery mechanism in an isolated network. Note that:
· If you want to connect to the virtual machine in Azure using Remote Desktop after the failover, enable Remote Desktop Connection on the virtual machine before you run the test failover.
· After failover you'll use a public IP address to connect to the virtual machine in Azure using Remote Desktop. If you want to do this, ensure you don't have any domain policies that prevent you from connecting to a virtual machine using a public address.
[bookmark: strongnotestrong-2]Note:
To get the best performance when you do a failover to Azure, ensure that you have installed the Azure Agent in the protected machine. This helps in booting faster and also helps in diagnosis in case of issues. Linux agent can be found here - and Windows agent can be found here
[bookmark: create-a-recovery-plan][bookmark: _Toc448793707]Create a recovery plan
1. On the Recovery Plans tab, add a new plan. Specify a name, VMM in Source type, and the source VMM server in Source, The target will be Azure.
[image: Create recovery plan]
2. In the Select Virtual Machines page, select virtual machines to add to the recovery plan. These virtual machines are added to the recovery plan default group—Group 1. A maximum of 100 virtual machines in a single recovery plan have been tested.
· If you want to verify the virtual machine properties before adding them to the plan, click the virtual machine on the properties page of the cloud in which it’s located. You can also configure the virtual machine properties in the VMM console.
· All of the virtual machines that are displayed have been enabled for protection. The list includes both virtual machines that are enabled for protection and initial replication has completed, and those that are enabled for protection with initial replication pending. Only virtual machines with initial replication completed can fail over as part of a recovery plan.
[image: Create recovery plan]
After a recovery plan has been created it appears in the Recovery Plans tab. You can also add Azure automation runbooks to the recovery plan to automate actions during failover.
[bookmark: run-a-test-failover][bookmark: _Toc448793708]Run a test failover
There are two ways to run a test failover to Azure.
· Test failover without an Azure network—This type of test failover checks that the virtual machine comes up correctly in Azure. The virtual machine won’t be connected to any Azure network after failover.
· Test failover with an Azure network—This type of failover checks that the entire replication environment comes up as expected and that failed over the virtual machines will be connected to the specified target Azure network. For subnet handling, for test failover the subnet of the test virtual machine will be figured out based on the subnet of the replica virtual machine. This is different to regular replication when the subnet of a replica virtual machine is based on the subnet of the source virtual machine.
If you want to run a test failover for a virtual machine enabled for protection to Azure without specifying an Azure target network you don’t need to prepare anything. To run a test failover with a target Azure network you’ll need to create a new Azure network that’s isolated from your Azure production network (default behavior when you create a new network in Azure). Look at how to run a test failover for more details.
You'll also need to set up the infrastructure for the replicated virtual machine to work as expected. For example, a virtual machine with Domain Controller and DNS can be replicated to Azure using Azure Site Recovery and can be created in the test network using Test Failover. Look at test failover considerations for active directory section for more details.
To run a test failover do the following:
1. On the Recovery Plans tab, select the plan and click Test Failover.
2. On the Confirm Test Failover page select None or a specific Azure network. Note that if you select None the test failover will check that the virtual machine replicated correctly to Azure but doesn't check your replication network configuration.
[image: No network]
3. If data encryption is enabled for the cloud, in Encryption Key select the certificate that was issued during installation of the Provider on the VMM server, when you turned on the option to enable data encryption for a cloud.
4. On the Jobs tab you can track failover progress. You should also be able to see the virtual machine test replica in the Azure portal. If you’re set up to access virtual machines from your on-premises network you can initiate a Remote Desktop connection to the virtual machine.
5. [bookmark: _GoBack]When the failover reaches the Complete testing phase, click Complete Test to finish up the test failover. You can drill down to the Job tab to track failover progress and status, and to perform any actions that are needed.
6. After failover you'll be able to see the virtual machine test replica in the Azure portal. If you’re set up to access virtual machines from your on-premises network you can initiate a Remote Desktop connection to the virtual machine. Do the following:
a. Verify that the virtual machines start successfully.
b. If you want to connect to the virtual machine in Azure using Remote Desktop after the failover, enable Remote Desktop Connection on the virtual machine before you run the test failover. You'll also need to add an RDP endpoint on the virtual machine. You can leverage an Azure Automation Runbooks to do that.
c. After failover if you use a public IP address to connect to the virtual machine in Azure using Remote Desktop, ensure you don't have any domain policies that prevent you from connecting to a virtual machine using a public address.
7. After the testing is complete do the following:
. Click The test failover is complete. Clean up the test environment to automatically power off and delete the test virtual machines.
. Click Notes to record and save any observations associated with the test failover.

image1.png




image2.png
On-Premises to Azure

Microsoft Azure
Recovery Site

Primary Site wau
/ ]

o)
/T
7 L
1 o0&
[ &8 )
1§ W2
SCVMM  MASR Agent £
N
VM1 IVE QQ«‘& S Firewall
o N irewa
VM2 wma ] | S v
\o\)
MARS || | [ MARS

Hosts

Hyper-v
IZ Agent Agent





image3.png
§ o




image4.png
DASHBOARD





image5.png
SETUPRECOVERY | Beusen an on-premiss Fyper- sts and Mcrozoftazure ¥

Prepare VMM servers

Download the latest version of the Microsoft Azure Site Recovery Provider and the registration key. After you install
the Provider on the VMM server, you'll specify the key to register the server to the vaulf, “Generate registration key.
file" reates a new key every time you dlick on it and only the latest key s valid at any given time.

Generate registration key file  Download Microsoft Azure Site Recovery Provider for installation on VMM servers





image6.png
=}

Microsoft Update

® Installation

Azure Site Recovery Provider Setup (VMM server)

Microsoft Update offers security and important updates for Windows and other Microsoft software. Including
Microsoft Azure Site Recovery. Updates are delivered using Automatic Updates, or you can visit Microsoft website.

® On (recommended)
Use Microsoft Update to check for updates,
off
Do not automatically check for updates.

Microsoft Update FAQ

Microsoft Update Privacy Statement





image7.png
Provider Installation

‘Specity where you want to installthe Microsoft Azure Site Recovery Provider. This setup willnstal Azure Site
® Microsoft Update Recovery Provider and Azure Recovery Services Agent on this computer.

Instalstion Losation C11csran e Vrosot Syt Conter 2012 B2\l Vi |





image8.png
Provider Installation

‘Specify where you want to install the Microsoft Azure Site Recovery Provider. This setup willinstall Azure Site:

® Microsoft Update Recovery Provider and Azure Recovery Services Agent on this computer.

Installation Location

CAProgrom Fles\Microsot System Center 2012 R2Virtual Mchine |

@ Confouring Senvice

@ Instalation of Azure it Recovery rovider completed

Continue to register this server in an Azure Site Recovery vault.





image9.png
Internet connection

Specify how the Provider running on the server connects to the Azure Site Recovery portal.If you're using a proxy
that reqires authentication select custom settings. Connectivity will be verified when you click Next.

® Vauit Settings Enter proxy detail and then click next to check for interet connectiity

® Registration
Connect with exsting proxy settings
Connect directly without a proxy
Connect with custom proxy settings

Address:

Port:

] This prosy server requies authentcation
Username:

Password:





image10.png
Internet connection

Select the registration key file you downloaded from the Azure Site Recovery portal and specify vault settings. Learn More.
Key file E2A Friday, September 11, 2015VaultCredentials

® Registration Subscription '2222765b-5570-4bcf-2762-8d0090039752

Vault name B2A





image11.png
Internet connection

Virtual machines protected to Azure willbe encrypted. Encrypted data i decrypted during failover from the.

® Proxy Settings Windows Hyper- server to Azure. The install will now create o certificatefor this encryption process. Provider a
secure location to save this certficate.

® VaultSettings

® Registration Location to save certificate:

sersadminsrtor CORP Documents





image12.png
Internet connection

@ Proxy Setiings Server Name

@ Vauit settings Type in a riendly name for this server to identiy it in the Azure Ste Recovery Portal
Friendly Name  HRMVMM.corp hrmiab
® Registration

Synchronize Cloud Metadata
Select this option to synchronize cloud metadata with Azure Site Recovery. Verify this doesn't conflict with your privacy

requirements. Alternatively you can synchrnonize metadata from speific clouds in the VMM console. This option is not
avaliable during Re-register. Learn More:

‘Sync cloud meta data to site recovery portal. It doesn't conflict with my privacy requirements





image13.png
Prepare resources

‘Add an Azure Storage Account
host servers.

Download Microsoft Azure Recovery Services Agent for installation on Hyper-V





image14.png
Prepare resources

‘Add an Azure Storage Account
host servers.

Download Microsoft Azure Recovery Services Agent for installation on Hyper-V





image15.png
Prerequisites Check

=3

Installaion Siages:

@ Prerequites Check Microsoft Azure Recovery Services Agent uses some optional Windows features that might nct be:
nstalled on this computer. The setup wizar s checking that the prereciste software is ntalled

@ Instaltion Seftings

o nsalaton iy missing software wilbe installed along with Microscft Azure Recovery Services Agent

Feired stware Satos
) Vircons ety Foundation hvaiae
@ Vicresch NET Famonotc ¢ jery
@ Vindows Powerhel ey





image16.png
> Prerequisites Check

Installaion Siages:

@ Prerequistes Check
Microsoft Azure Recovery Services Agent uses some optional Windows features that might nct be:
@ Instaltion Settngs. nstalled o this server. The setup wizard s checking tht the prerequiste software i nstalled

@ nsalation Ay missingscftware wil e installd along wth Microsoft Azure Recovery Services Aget.

Status

Avaiable.
Avaiable.

Requied sofware
@ icrosot NET Framenrk 45
@ indows Powershel

@ Vicrosoh Azure Recovery Services Agent nstalaton has compleed successiuly.
Clck procesd to regisiaton to register the severto @ backup vauit

s





image17.png
bvttestvault4
L3 DASHOMD WOTECTEDTEMS  RECOVERVRUNS  RESOURCES 1035

e | o s s s i | e | mssere |





image18.png
storsgacconT ovsoraget v

OnchveTTORD oAt on [lee

convmsquacy

U os sLCKTON-
conSSTOT s sHoTS

replication setings N

T et s e e Sora s cnfrndon B e st

Lo sTRT T

B P
[ ]





image19.png
Select a Target Network

Select a VM network inthe target location to map with the source VM network VNWN._cf29190E3143

TARGET AZURE NETWORK
Prateekietwork
SUBNETS

Subnet-1 10000727

Subnet-2 100032727

GatewaySubnet 10006429

LOCAL NETWORK CONNECTIVITY
onprem
NS SERVERS

PiDNS. 10004

©





image20.png
Configure Hardware

dentty
Confgure Hardare

Configure hardware for the virtual machine. You can import settings from a hardware
profile or save a new profile based on your settings.

Confgure Operating.
SelctDestnation
Select Clowd
Confgure Settings
A roperses

Summary

Hardware profle:  Default - create new hardware configuratin settings] -]

s | QpNew X femone

o2
e Fioppy Dive
1o s Capted

7 comt
Nore

7 com2
Nore

% video Adspter
Detnt o st

2 us Cofiueation

TG DEDeces
TDeve stoched
s Win20uR2
00068, Py
< 5CS1 Adapter0
0 Devcer stachnd
2 Network Adapters

W Nevwork Adopter |
Comactodto an
% b Channel Adopters:

% Advanced

@ Avaitabitny.

5 Hyper Recovery Manager

¥ EnableHyper- Recovery Manager protecion for s vl machine

N S—

) Selct eplcationfrequeney thats no ess than the eplcation frequency.
sl confgured forth asocated loud i the Hyper Recovery vaut
Windows Azure

[Crrmion ) [“Wet ] e ]





image21.png
Senicing Windows
Dependencies
Valdation Erors
Acess

Storage

View Saipt

e Seves | new < Remere

¥ Compatibity
¥ General

¥ Bus Configuation
% Network Adapters

% Fibre Chornel Adapters

% Advanced
T Integraton senvices

& Fimware
o

. CPUPriorty
Noms

Virtual NUMA
Sparrng enabied

- Memory Weight
Noms

" FyperY Recovery Mansger

Repication requency: | 5 minutes

(] Ensble Hyper-V Recovery Mansger protection fo this irtual machine

1) Seect a repiication frequency thatis not e than the replicaion frequency
value configured for the associated cloud inthe Hyper-V Recovery vaultin

Windows Azure.





image22.png
Enable Virtual Machine Protection





image23.png
e - o s swme il olp

st socion ot cnne f— vz





image24.png
PROPERTIES CONFIGURE

source and target properties

PROPERTIES ON-PREMISES MICROSOFT AZURE

Name PayrollFronténd  PayrollFrontEnd
: 1CPU, 32 MB
size AN A3 (4 cores, 7 GB memory)





image25.png
source and target network properties

ON-PREMISE NETWORK.

Frontend Netuork

SUBNET

Frontend N

work

‘ON-PREMISE NETWORK

Frontend Netviork

SUBNET

Frontend Netuork

wrvee

Static

P TVPE

static

MICROSOFT AZURE NETWORK

AzureNetwork N
suBNET TARGET 1P ADDRESS

Subnet 1(10000/25) ~ | [7arcerip avos

MICROSOFT AZURE NETWORK

AzureNetwork

SuBNET TARGET IP ADDRESS

Subnet-2(1000.148/28) ~ | oooiss





image26.png
‘CREATE RECOVERY PLAN

Specify source, target and a name

NAME

ContosoRecoverydfan

SOURCE TYPE

VMM M

SOURCE

HRM-CPS-813-11 dratestnttest microsoft.com ¥

TARGET

Microsoft Azure M





image27.png
Select Virtual Machines

e et o g A O e i 0 T M 9
Peties i S s
Faper—





image28.png
Confirm Test Failover

Specify how you want to run the test failover ‘ContosoLegalRecoveryPlan’

~AZURE VIRTUAL NETWORK

None

After failover virtual machines will not be connected to any network.





